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Two Case Studies
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Surpassed human performance in 2016
and continued improvement thereafter I
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Silver et al., 2017




Alpha*

« What accounts for this
progress?

* Some algorithmic
improvements

 Also: submitting one
kind of cost (computing
power) for another
(human data)
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AlexNet to AlphaGo Zero: A 300,000x Increase in Compute

e AlphaGo Zero

e AlphaZero

e Neural Machine Translation
e Neural Architecture Search

e Xception ¢TI7 Dota vl

VGG e DeepSpeech2
®Seg2Seq e ResNets

e GoogleNet
e AlexNet ®Visualizing and Understanding Conv Nets
¢ Dropout

¢DQN
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Arcade Learning
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» Steady algorithmic progress over 5
time Do [0 X0 WV
« Higher (better) performance p
curves are generally more recent 2015
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Figure 1: Median human-normalized performance across
57 Atari games. We compare our integrated agent (rainbow-
colored) to DQN (grey) and six published baselines. Note
that we match DQN’s best performance after 7M frames,
surpass any baseline within 44M frames, and reach sub-
stantially improved final performance. Curves are smoothed
with a moving average over 5 points.

Hessel et al., 2017




ALE (Atari) circa early this year 9

 Algorithmic changes have boosted
performance, but...
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Martinez-Plumed et al., 2018



ALE (Atari) today 10

Ape-X DQfD - much
more compute and
leveraging of (a few)
human demonstrations
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X-axis is very approximate; adapted from Martinez-Plumed et al., 2018
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The Challenge of Forecasting

t always reported

» Key inputs aren’
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Martinez-Plumed et al., 2018






Go (same training as human)
Generate Top 40 Pop Song

Retail Salesperson

5km Race in City
(bipedal robot vs. human)

Truck Driver
Explain Own Actions in Games
All Atari Games

Write High School Essay

Read text aloud
(text-to-speech)

Transcribe Speech
Assemble any LEGO

Translate (vs. amateur human)

Telephone Banking Operator

Starcraft
Fold Laundry

Angry Birds

The Challenge of Forecasting

Grace et al., 2017
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What should we expect in the near future?

» Peak performance will depend in large part on continued
hardware advances and algorithmic advances that can leverage
these effectively

» Otherwise financial costs will grow greater over time to achieve blockbuster
results

» Broad societal deployment will depend on:

» Reducing hardware/data costs

* Increasing robustness (reducing need for human oversight, another form of
cost)

» Greater impacts may be had in domains where key inputs are
cheap (e.g. good simulators, labeled data, human demonstrations)



Thanks!
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